
1.  Introduction
Since the launch of a new-generation geostationary satellites, such as GOES-16/17, Himawari-8/9, Geostation-
ary Korea Multipurpose Satellite-2A/B(GEO-KOMPSAT-2A/B), EUMETSAT-Meteosat Third Generation, and 
Fengyun-4A/B, etc., study on assimilation of the high-spatiotemporal-resolution satellite radiance observations, 
or derived products into convective scale numerical weather prediction (NWP) has been a popular research topic 
and of great importance for promoting the application of new satellite observations in operational severe weather 
forecasts (Fierro et al., 2016, 2019; Hartman et al., 2021; Jones et al., 2018, 2020; Kong et al., 2020; Minamide & 
Zhang, 2018; Minamide et al., 2020; Otsuka et al., 2021; Zhang et al., 2019). One of the important geostationary 
satellite-derived products are atmospheric motion vectors (AMVs), that can provide mesoscale or convective 
flow information for model initial conditions. Recent research suggested slightly positive or neutral impacts on 
the global and regional NWP from the assimilation of high-density or rapid-scan AMV data, especially in the 
tropical cyclone track and intensity forecasts (Cherubini et al., 2006; Elsberry et al., 2018; Kim & Kim, 2018; 
Kim et  al.,  2017; Lean & Bormann,  2019; Lean et  al.,  2016; Le Marshall et  al.,  2008; Li et  al.,  2020; Lim 
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subsequent study is to further investigate the impact of assimilating Geostationary Operational Environmental 
Satellites-16 (GOES-16) derived atmospheric motion vectors (AMVs) in addition to WSR_88D Doppler 
radar observations on convective scale numerical weather prediction. Five high-impact weather events that 
occurred in spring 2018 and 2019 are analyzed using the National Severe Storms Laboratory three-dimensional 
variational data assimilation (DA) system. Four types of experiments are implemented and compared: (a) the 
control experiment (NoDA) without assimilating any observation, (b) the radar DA experiment (RAD), (c) the 
GOES-16 AMV DA experiment (AMV), and (d) the experiment assimilating AMVs together with radar data 
(AMV_RAD). Score metrics aggregated over all cases indicate that AMV_RAD performs slightly better than 
RAD in 0–3 hr reflectivity and precipitation forecasts especially at higher thresholds, suggesting the added 
value of GOES-16 AMVs on radar data. Detailed case examinations also show that AMV_RAD generally 
exhibits slightly more skillful storm forecast in terms of the areal coverage, storm mode, and storm orientations, 
owing to improvements in the analysis of boundary locations and localized enhanced divergence signatures. 
In spite of encouraging objective and subjective evaluation results, AMV_RAD has difficulty in adjusting the 
moisture gradient associated with dryline and tends to underpredict the associated weak discrete storms.

Plain Language Summary  With the launch of Geostationary Operational Environmental 
Satellites-16 (GOES-16) in November 2016, the impact of its derived high-spatiotemporal-resolution 
atmospheric motion vectors (AMVs) product in convective-scale numerical weather prediction has not been 
extensively explored. In this study, the GOES-16 AMVs together with WSR-88D Doppler radar observations 
are effectively assimilated by a three-dimensional variational data assimilation scheme developed at NOAA/
National Severe Storms Laboratory. Both subjective and objective assessment results for five severe weather 
events suggest the slightly added forecast skill of GOES-16 AMVs on conventional radar data for 0–3 hr 
reflectivity and precipitation forecasts.
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et al., 2019; Mallick & Jones, 2020; Otsuka et al., 2015; Sawada et al., 2019; Velden et al., 2017; Wu et al., 2015; 
Yamashita, 2012, 2017). To our knowledge, there are few peer-reviewed published research investigating the 
impacts of assimilating high-spatiotemporal-resolution AMV data on mesoscale and convective scale weather 
forecasts over land (Mallick & Jones, 2020; Zhao et al., 2021a, 2021b).

An early application of satellite-derived AMVs in the convective-allowing ensemble DA system has been studied 
by Mallick and Jones (2020) and their results showed that assimilation of AMVs can have a positive influence 
on probabilistic forecasts of reflectivity objects. Zhao et al.  (2021a, Part I of this series) explored the benefit 
of assimilating simulated GOES-R AMVs on convective scale NWP with an idealized supercell storm. In this 
idealized case study, assimilation of synthetic AMV observations resulted in improvements in the wind analyses 
within and around storms and better representations of storm top-level divergence and low-level convergence 
fields. Sensitivity of the analysis and forecast to observation density, DA cycling frequency and horizontal corre-
lation scale were also tested and the conclusions served as a reference guide for real case study. Subsequently 
in Zhao et al. (2021b, Part II in this series), the impact of assimilating the GOES-16 AMV product was investi-
gated with three high-impact weather events that occurred in spring 2018 and 2019 over the Great Plains of the 
United States. The results showed that AMV DA improves the dynamic and thermodynamic analyses associated 
with storm environments and the location and shape of boundaries, leading to more skillful forecasts of storm 
evolution and movement. It was also found that assimilation of AMVs has a remarkable positive impact on the 
quasi-linear or mesoscale convective system (MCS). However, AMVs have difficulty in discerning an isolated 
storm or a smaller cluster of cells.

Doppler radar data, which samples the three-dimensional storm structures with high frequency and density, 
including wind and some hydrometeor information, has been playing an important role in convective scale DA 
and exhibits many encouraging results (Gao & Stensrud, 2012; Gao et al., 2004, 2016; Hu et al., 2021; Stensrud 
& Gao, 2010; Sun, 2005; Wang & Wang, 2017). However, conventional weather radar cannot provide observa-
tions outside thunderstorms after formation of precipitation, limiting its utilization after convection initiation 
or in clear-air regions (Huang et al., 2022; Markowski et al., 2006). Since the Advanced Baseline Imager (ABI) 
aboard GOES-16/17 is capable to observe Continental United States (CONUS) area every 5 min with a resolution 
at nadir of 0.5 km for the visible channel and 2 km for infrared channels, high spatiotemporal-resolution AMV 
product can be retrieved every 15 min over CONUS with a horizontal resolution of 7.5 km (30 or 38 km) for the 
visible (infrared) channel derived winds (Daniels et al., 2012). AMVs are derived by tracking cloud or clear-sky 
water vapor, so AMVs have the potential to cover the blind spots and gaps within radar network.

The preceding two parts of this study, which represent the maximum possible amount of new information intro-
duced by assimilating GOES-16 AMVs, indicate that AMV DA benefits short-term severe weather forecasts by 
improving the storm environment. It is expected that assimilating radar data together with AMV can complement 
each other's respective observation gaps to resolve a much wider range of scales. In this study, the following 
questions will be addressed. How will the assimilation of AMVs combined with radar DA impact severe storm 
forecast? Is there any added forecast skill of assimilating GOES-16 AMV product over radar data on short-term 
convective-scale NWP? To answer these questions, one control experiment without assimilating any observations 
and three DA experiments with different combinations of data usage will be performed with several real data 
cases in different weather scenarios. Comparisons between these experiments will reveal the combined impact of 
AMV and radar DA on short-term severe weather forecast.

The remainder of this study is organized as follows. Section 2 briefly describes the GOES-16 AMV and radar 
data and their associated forward operators and quality control (QC) procedures. The configurations for forecast 
model and assimilation settings for AMV and radar observations, as well as experimental design, are presented 
in Section 3. Both aggregate performance of all five real cases and the analysis/forecast results in more details 
from three representative cases are discussed in Section 4. Finally, the summary and conclusions are offered in 
Section 5.

2.  Brief Description of Observations Used for Assimilation
2.1.  GOES-16 AMV Data

As in Zhao et al. (2021b), this study uses the GOES-16 ABI Level 2 (L2) AMV product over the CONUS region 
generated by NOAA NESDIS Center for Satellite Applications and Research in NetCDF file format (Daniels 
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et al., 2012). By tracing a set of targets, including cloud edges or moisture gradients, the ABI AMV product 
is derived from six selected spectral channels: visible band 2 (0.64 μm), shortwave infrared band 7 (3.9 μm), 
mid-wave water vapor bands 8 (6.15 μm), 9 (7.0 μm), and 10 (7.4 μm), and longwave infrared band 14 (11.2 μm). 
In the AMV retrieval algorithm, band 2, 7, and 14 employ cloud tracers, while band 9 and 10 use clear-sky water 
vapor tracers. Both cloud and clear-sky water vapor features are tracked for band 8. It is noted that the AMVs 
derived from band 2 and 7 are only available during daytime and nighttime, respectively.

The GOES-16 AMVs over the CONUS scan sector are available every 15 min. Given the fact that horizontal 
resolution of AMVs is driven by spatial and temporal resolution of ABI imageries as well as target scene size, 
the horizontal resolutions of AMVs generated from visible, water vapor, and longwave infrared bands are 7.5, 
30, and 38 km, respectively (Daniels et al., 2012). There are only three layers of wind observations in AMV 
product: 1,000–700, 700–400, and 400–100 hPa, with band-depend acceptable height ranges as indicated in Zhao 
et al. (2021b).

Prior to entering the assimilation system, the wind speed, and azimuth observations in raw AMV datasets are 
converted to zonal and meridional wind components, that will go through a seven-step QC strategy. Most of the 
QC procedures are performed to filter out bad data beyond the acceptable height ranges of AMVs. The criteria 
for pressure are selected based on the channel-dependent height ranges for AMVs specified in the GOES-R 
ABI Algorithm Theoretical Basis Document for AMVs (Daniels et al., 2012) as well as previous studies and the 
Grid-point Statistical Interpolation software (Kim et al., 2017; Lim et al., 2019; Mallick & Jones, 2020; Sawada 
et al., 2019; Velden et al., 2017). Moreover, poorer data quality of AMVs in middle level is also considered in the 
QC strategy (Lean & Bormann, 2019; Salonen et al., 2015). The QC procedures performed in this study include: 
(a) remove all the wind data from surface to 950 hPa and that above 100 hPa; (b) for the winds derived from both 
visible (0.64 μm) and shortwave infrared (3.9 μm) bands, remove data above 750 hPa; (c) for the upper-level 
water vapor winds (6.15 μm), reject data below 400 hPa; (d) for band 9 (7.0 μm) winds, keep the data above 
450 hPa only and with a minimum wind speed threshold of 8 m/s; (e) for the longwave infrared band (11.2 μm), 
remove winds retrieved between 800 and 400 hPa; (f) reject all the data with a solar zenith angle larger than 68°; 
and (g) a relaxed gross error check, in which the threshold value between the ratio of innovation to observation 
error is set to 5, is performed to eliminate the observations outside of set tolerances from the interpolated model 
background field.

2.2.  Radar Observations

WSR-88D level II radar reflectivity and radial velocity observations are interpolated onto model grids before they 
are inserted into the data assimilation scheme. The largest reflectivity value is chosen at the grid point with multi-
ple radars overlapping. The radar observations are then passed through QC procedures, such as radial velocity 
dealiasing and removal of weak radar returns or non-meteorological scatters (less than 15 dBZ), prior to interpo-
lating to model grid points using quadratic interpolation technique. The forward operator and its adjoint for reflec-
tivity and radial velocity follow the same procedures as in Gao and Stensrud (2012) and Gao et al. (2004, 2013).

3.  Model and Assimilation System Configurations, and Experimental Design
3.1.  Model and Assimilation System Configurations

The forecast model is the Advanced Research version of the Weather Research and Forecasting (WRF-ARW) 
Model version 3.6.1 (Skamarock et al., 2008). All forecast experiments in this research follow a similar config-
uration as in Zhao et al. (2021b) wherein the simulation was performed on a 1.5-km spaced grid of 600 × 600 
horizontal points and 51 vertical levels. Figure 2 illustrates the domain for each case, which is determined based 
on the “Day 1” Convective Outlook released by the Storm Prediction Center. The following physical parameter-
izations are selected: the National Severe Storms Laboratory (NSSL) two-moment four-ice category bulk micro-
physics scheme (Mansell & Ziegler, 2013; Mansell et al., 2010; Ziegler, 1985), the Rapid Radiative Transfer 
Model longwave radiation scheme (Mlawer et al., 1997), the Dudhia shortwave radiation scheme (Dudhia, 1989), 
the Rapid Update Cycle land surface scheme (Benjamin et al., 2004), and the Yonsei University (YSU) planetary 
boundary layer scheme (Hong et al., 2006).
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The AMV and radar observations are assimilated by using the NSSL Experimental Warn-on-Forecast (WoF) 
3DVAR system (NSSL3DVAR). Assimilation of radar reflectivity makes adjustments to the mass mixing 
ratios for rainwater, snow and hail/graupel, and classification of the hydrometeor type depends on background 
temperature (Gao & Stensrud, 2012; Gao et al., 2016). The background errors for these hydrometeor variables 
were derived from a realtime ensemble Warn-on-Forecast System for short-term convective scale NWP (Jones 
et al., 2018, 2020; Pan, Gao, Jones, et al., 2021). The observation errors for radar reflectivity and radial veloc-
ity are 10.0 dBZ and 3.0 m s −1, respectively. As in Zhao et al. (2021b), the observation error for the zonal and 
meridional wind components converted from AMV data are set to be 6 m s −1. To account for multi-scale features 
represented by the two types of observations, multiple outer loops are applied in the minimization process with 
different correlation scale lengths, that depend on the density of assimilated observations and affect how far the 
observational information will spread in model space (Gao et al., 2004; Purser et al., 2003). The horizontal corre-
lation scale lengths for assimilating radar radial velocity and reflectivity are 20 and 6 km, respectively. AMVs and 
radar data will be assimilated sequentially in two outer loops. Following Zhao et al. (2021b), AMVs are assim-
ilated using the 50-km horizontal correlation scale length in the first outer loop, while radar radial velocity  and 
reflectivity are assimilated with 20- and 6-km horizontal correlation scale lengths in the second outer loop.

3.2.  Experimental Design

To perform a systematic evaluation of the impact of assimilating AMVs together with radar data on short-term 
forecasts, five high-impact weather events that occurred over the Great Plains of the United States in spring 
2018 and 2019 are examined, namely, 1 May 2018, 30 April 2019, 17 May 2019, 28 May 2019, and 29 May 
2019. For each case, the DA and forecast cycling occurs from 18:00 to 03:00 UTC the following day at 15-min 
intervals with a 3-hr free forecast launched hourly starting from 19:00 UTC (as shown in Figure 1). This is simi-
lar to WoF ensemble system real-time Spring Forecast Experiment runs (Hu et al., 2020; Zhao et al., 2021b). 

The 3-km High Resolution Rapid Refresh forecasts initialized at 18:00 UTC 
are employed to provide initial conditions and boundary conditions for the 
WRF model. Four types of experiments (Table 1) are performed to assess 
the impact of assimilation of AMV and radar data on severe storm forecast. 
The first type of experiments are control runs (denoted as NoDA) advanc-
ing the model forward without assimilating any observations. The second 
type of DA experiments assimilate WSR-88D radar reflectivity and radial 
velocity (referred to as RAD). The third type of DA experiments only assim-
ilate GOES-16 AMV data (referred to as AMV), and the fourth type of DA 
experiments assimilate AMVs in conjunction with radar data (referred to as 
AMV_RAD). Additionally, horizontal and vertical correlation scale lengths 
for each type of observation used in each outer loop in the variational system 
are also listed in Table 1. The simulation domain overlaid with location of 
radar sites utilized for each case is presented in Figure 2, while the geograph-
ical distribution of GOES-16 AMVs assimilated into the NSSL3DVAR 
system at 18:00  UTC for all five cases are displayed in Figure  3. For all 

Figure 1.  Illustration of the data assimilation and forecast cycle workflow. A 3-hr forecast is launched every hour from 19:00 
to 03:00 UTC (namely, nine separate forecasts).

Experiment AMV Reflectivity
Radial 

velocity

Horizontal 
correlation 
scale (km)

Vertical 
correlation 
scale (grid 

points)

NoDA

RAD ✓ ✓ Vr: 20 Vr: 4

Ref: 6 Ref: 2

AMV ✓ 50/20 5/4

AMV_RAD ✓ ✓ ✓ AMV: –/50 AMV: –/5

Vr: 20/– Vr: 4/–

Ref: 6/– Ref: 2/–

Table 1 
List of the Data Assimilation Sensitivity Experiments
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cases, the upper level (400–100 hPa) contains most AMV data, and the middle level (700–400 hPa) has least 
AMV data. It is clearly seen that the number of radar observations available for assimilation is generally around 
three orders of magnitude larger than that of AMV data (Figure 4c). Moreover, the number of AMV observations 
decreases during assimilation cycles, whereas the number of radar data increases. This suggests that AMV and 
radar observations generally cover different areas and phases in a life cycle of convection (i.e., cloudy area and 
clear-sky area, prior to and after formation of precipitation) and can compensate one another's shortage in tempo-
ral and spatial coverages.

To obtain an overall insight into the impact of AMV DA on wind analyses, root-mean-square errors (RMSEs) and 
biases of wind components against the GOES-16 AMV observations during DA cycles are calculated for individ-
ual cases and then aggregated over all five cases. To evaluate the impact on short-term forecasts, both qualitative 
and quantitative assessments of reflectivity and precipitation forecasts are conducted against several available 
observational data sets. The neighborhood-based equitable threat score (ETS, Clark et al., 2010) is calculated 
using neighborhood radius of 12-km from composite reflectivity (CREF) and hourly precipitation (HPRCP) from 
model forecast outputs against the CREF observations from the NSSL Multi-Radar Multi-Sensor (MRMS) prod-
uct (Smith et al., 2016) and the Stage IV hourly rainfall estimates from the National Centers for Environmental 
Prediction (Baldwin & Mitchell, 1997). Both verification data sets are interpolated onto the 1.5-km model grids 
prior to verification. Additionally, contingency-table based metrics including the probability of detection (POD), 
false alarm ratio (FAR), success ratio (SR), frequency bias (BIAS), and critical success index (CSI) are also 
computed to verify the CREF and HPRCP forecasts. Given that data impact may vary across different weather 
conditions, all score metrics are aggregated across five cases, to gain a fair and consistent measure of forecast 
skill. Moreover, subjective diagnostic analyses of dynamic and thermodynamic variables related to storm envi-
ronments are also discussed in three cases examined in more detail in the following sections.

Figure 2.  Simulation domains and locations of the radar sites for (a) 1 May 2018, (b) 30 April 2019, (c) 17 May 2019, (d) 28 May 2019, and (e) 29 May 2019. The 
detection range (150 km) of each radar is denoted by a blue circle.
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4.  Results and Discussion
4.1.  Aggregate Analysis and Forecast Performance

As mentioned above, all the quantitative verification parameters including RMSE, ETS, POD, FAR, SR, BIAS, 
and CSI initialized at each available forecast time from individual cases are aggregated over all five real data cases. 
This helps gain an overall understanding of the impact of assimilating both AMV and radar data on short-range 
severe storm forecasts. First of all, the influence of assimilating AMVs on wind analysis can be straightforwardly 
assessed by examining RMSEs and biases of wind components before and after DA during the assimilation cycles 
from 18:00 to 03:00 UTC. For clarity, Figures 4a and 4b compare analysis errors for u component from the AMV 
and AMV_RAD experiments, all of which have been aggregated over five cases. Prior to assimilating AMV 
data, RMSEs of the zonal wind decrease remarkably within the first cycle and then increase progressively over 
time (Figure 4a). The RMSEs of wind analyses from both AMV and AMV_RAD experiments are significantly 
smaller than those in the background throughout all DA cycles, indicating that wind information in the AMV data 
set is absorbed by the variational system reasonably well. It is worth noting that wind analysis in AMV_RAD 
is slightly degraded with larger RMSEs (about 15%–30%) compared to the AMV experiment, which can be the 
consequence of wind analysis being fitted to both AMV and radial velocity observations in AMV_RAD. Moreo-
ver, the biases for u (Figure 4b) and v (figure omitted) components are reduced (closer to zero) when AMVs are 
assimilated alone or together with radar data.

Figure 5 shows the categorical performance diagrams (Roebber, 2009) and neighborhood-based ETS graphs of 
CREF forecast for various thresholds. Since the score metrics are aggregated from all available initialization times 
over five real cases, a comprehensive view of the performance of AMV and radar DA is highlighted by compar-
ing all four experiments NoDA, AMV, RAD, and AMV_RAD. The error bars in the ETS graphs represent a 

Figure 3.  The geographical distribution of the Geostationary Operational Environmental Satellites-16 atmospheric motion vector (AMV) observations which 
are assimilated at 18:00 UTC (a) 1 May 2018, (b) 30 April 2019, (c) 17 May 2019, (d) 28 May 2019, and (e) 29 May 2019. Red barbs represent AMVs within the 
1,000–700 hPa layer, blue AMV barbs are within the 700–400 hPa layer, and green AMV barbs are within the 400–100 hPa layer.
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95% confidence interval. As expected, the values of POD, SR, CSI, and ETS 
decrease with respect to both forecast lead time and reflectivity threshold 
values, whereas BIAS increases monotonically when the threshold increases 
from 30 to 50 dBZ (Figures 5a, 5c, and 5e). BIAS is close to unity at 30 dBZ 
(Figure 5a), while overprediction is seen at higher thresholds from all exper-
iments, for example, 40 and 50 dBZ (Figures 5c and 5e). This indicates that 
the model microphysics may have difficulty in properly resolving convec-
tive clouds, which is also concluded by Hu et al. (2021). Overall, the result 
shows that all DA experiments outperform NoDA with larger values of POD, 
SR, and CSI. In contrast to NoDA, the AMV experiment produces a slightly 
better CREF forecast for the thresholds of 30–40 dBZ and exhibits a larger 
positive effect for 50 dBZ, which is also seen in Zhao et al. (2021b). Compar-
ison among three DA experiments reveals that both RAD and AMV_RAD 
show an overwhelming superiority over AMV. This occurs likely because 
(a) radar data provides three dimensional internal structures of storms, and 
(b) the number of radar observations is about three orders of magnitude 
larger than the number of AMV data (Figure 4c). Specifically, for 30- and 
40-dBZ thresholds, the CREF forecasts from AMV_RAD are comparable to 
those from RAD, besides that the AMV_RAD analysis has a smaller BIAS. 
For 50 dBZ, AMV_RAD produces the highest POD, SR, and CSI as well 
as the smallest BIAS, with RAD exhibiting slightly inferior performance. 
Aggregated ETSs of reflectivity forecast show that RAD and AMV_RAD 
perform remarkably better than AMV and NoDA in the first 2 hours, which is 
statistically significant at the 95% confidence level (Figures 5b, 5d, and 5f). 
AMV_RAD generally produces the highest ETS values especially for 0–1 hr 
forecasts at 30 dBZ and 0–3 hr forecasts at 40 and 50 dBZ. These improve-
ments are, however, not statistically significant at the 95% confidence level.

In agreement with the CREF forecast, AMV_RAD shows slightly more skill-
ful HPRCP forecast than RAD does (Figure 6). Both the first- and third-hour 
precipitation forecasts in NoDA have high POD but low SR as well as large 
BIAS for all thresholds (Figures 6a, 6c, and 6e), which indicates the presence 
of abundant false alarms and precipitation overprediction. Due to remarkable 
BIAS decrease in the second hour forecast, the ETSs of NoDA reach the high-
est in the second hour, then decrease in the third hour (Figures 6b and 6d). 
Compared to NoDA, the AMV experiment reduces number of false alarms 
(leading to a higher SR) with a lower POD as a consequence of suppressing 
spurious precipitation. In addition, AMV_RAD and RAD improve precipi-
tation forecast by increasing the number of “hits” along with suppression of 
false alarms, especially at higher thresholds (Figures 6c and 6e). As seen in 
the reflectivity forecast skill, lower ETS values are obtained when a higher 
threshold for precipitation forecast is examined, which may result from a 
lower frequency of occurrence for heavy precipitation in both observation 
and model forecast (Figures 6b, 6d, and 6f). RAD and AMV_RAD produce 

higher ETSs than AMV and NoDA throughout 0–3 hr forecasts at all thresholds. The improvement in precipita-
tion forecast is statistically significant at the 95% confidence level, except the 3-hr forecast at 15 mm threshold. 
Comparing AMV_RAD to RAD, the positive impact of AMVs over radar data is evident in 0–3 hr precipitation 
forecasts at 10 and 15 mm, though the improvement is not statistically significant at the 95% confidence level.

Since there exists variation and difference among cases in the distribution of observations available for assimila-
tion and storm environments, more details in verification metrics from the five cases remain to be investigated. 
Given the above encouraging preliminary results obtained by assimilating AMV in conjunction with radar data, 
performance diagrams of CREF and HPRCP forecast from AMV_RAD are shown as representative of the best 
DA experiment (Figure 7). Except for 17 May 2019, all real cases generally exhibit similar evolution as the aggre-
gated performance illustrated in Figures 5 and 6. In this context, the larger the threshold value, or the longer the 

Figure 4.  Aggregated (a) root-mean-square errors and (b) bias of u 
background (solid) and analysis (dashed) from the atmospheric motion vector 
(AMV) (green) and AMV_RAD (red) experiments during the assimilation 
cycles from 18:00 to 03:00 UTC. (c) Common logarithm of the numbers of 
AMV (green) and radar (blue) observations assimilated during the assimilation 
cycles.



Journal of Advances in Modeling Earth Systems

ZHAO ET AL.

10.1029/2022MS003246

8 of 25

Figure 5.  Aggregate score metrics of 0–3 hr composite reflectivity forecasts aggregated from each initialization hour from 
19:00 to 03:00 UTC the next day across five cases for the NoDA (black), atmospheric motion vector (AMV) (green), RAD 
(blue), and AMV_RAD (red) experiments. (left) The performance diagrams, and (right) the equitable threat score for (a and 
b) 30, (c and d) 40, and (e and f) 50 dBZ thresholds, respectively. Results are shown for a neighborhood radius of 12-km. The 
numbers within the colored dots in the performance diagrams denote the forecast hour (i.e., 0-, 1-, 2-, and 3-hr forecasts). 
Error bars represent a 95% confidence interval.
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forecast lead time, the lower the forecast skill in terms of score metrics. Nevertheless, persistent underprediction 
throughout 1–3 hr reflectivity forecasts at all thresholds from the 17 May case, which exhibits the poorest perfor-
mance among five cases, can mostly be traced back to the failure to forecast scattered storms associated with the 
dryline across western Kansas (this detail will be discussed later). Compared to reflectivity forecast, the precipi-
tation forecast skill exhibits more variability especially at higher thresholds. Forecasts from 30 April 2019 show 
the best performance in terms of high POD and CSI, although presence of spurious convection across the eastern 

Figure 6.  Same as in Figure 5, but for 1–3 hr hourly precipitation forecasts from each case relative to Stage IV rainfall 
estimates at thresholds of 5 (top), 10 (middle), and 15 mm (bottom), respectively.
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Oklahoma in the first 3-hr cycles leads to relatively high false alarms at 50 dBZ (Figure 7c). It is also noticed that 
BIAS values from 1 May 2018 generally remain within a reasonable range of 1.1–1.4 for reflectivity and 0.8–1.5 
for precipitation, suggesting an overall good forecast skill. Performance of the other two events, namely 28 and 29 
May 2019, lies in between the best and worst cases. Specifically, a more west-east oriented MCS occurring near 
the Missouri-Iowa border is predicted on 28 May 2019, while the observed MCS runs from southwest to north-
east. On the other hand, the predicted storms on 29 May 2019 show a slightly westward displacement bias and 
move more slowly than those in the observations. Since the examined cases produced distinct storm modes under 
different weather situations, further detailed investigations into 1 May 2018, and 30 April 2019 are provided as 
representative of two best performing cases and 17 May 2019 case as the worst performing case.

4.2.  1 May 2018 Case

The 1 May 2018 case was characterized by the presence of a slow-moving cold front that arced across west-central 
Kansas into eastern Nebraska and a dryline extending southward from the front down to Texas during evening 
of the day. Under the favorable pre-storm environment, a quasi-linear convective system (also known as squall 
line) formed along the frontal boundary after 21:00 UTC and clustered storms emerged in the vicinity of surface 
low over Kansas as well. In addition, several discrete storms occurred along the dryline in southern Kansas. 
Numerous severe weather warnings were issued by the National Weather Service with subsequent storm reports 
including 13 tornadoes and several large hail and damaging wind events.

Figure 7.  Performance diagram for 1–3 hr composite reflectivity forecasts from the AMV_RAD experiment in each case relative to Multi-Radar Multi-Sensor 
observations at thresholds of (a) 30, (b) 40, and (c) 50 dBZ, respectively. (d–f) Same as in (a–c), but for 1–3 hr hourly precipitation forecasts from each case relative to 
Stage IV rainfall estimates at thresholds of (d) 5, (e) 10, and (f) 15 mm, respectively. Orange, red, and brown colors denote the forecast hour of 1-, 2-, and 3-hr. Results 
are shown for a neighborhood radius of 12-km.
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Changes in the model's dynamic and thermodynamic conditions due to assimilating AMV and/or radar data 
can be evaluated by displaying 850- and 200-hPa wind vectors and 850-hPa equivalent potential temperature 
fields (Figure 8). Differences between the analyses from three DA experiments and the corresponding fields 
from NoDA are shown in Figures 8c–8h. In NoDA, the frontal boundary is analyzed nearby the analyzed dryline 
(Figures 8a and 8b). AMV generates a turning point, which is the intersection between the more west-east oriented 
front and the dryline across the western Kansas, with a narrow corridor of low-level moisture ahead of the 
dryline (Figures 8c and 8d). The AMV experiment also enhances low-level cyclonic rotation for the low-pressure 
system (Figure 8c), the associated upper-level divergent flows (Figure 8d), as well as cold air behind the front. 
In contrast, with the assimilation of radar reflectivity and radial velocity, both RAD and AMV_RAD produce a 
much more pronounced cold pool near the center of the low (Figures 8e–8h). The temperature difference between 
RAD and NoDA is quite similar to that between AMV_RAD and NoDA. However, RAD does not significantly 
modify the analyzed wind field, while AMV_RAD strengthens both low-level cyclonic rotation and upper-level 
divergent airflow above convection, which is consistent with AMV observations (Figures 8g and 8h). A narrow 
region of increases in equivalent potential temperature (2–10 K) are evident ahead of the dryline in AMV_RAD, 
intensifying moisture gradient associated with the dryline.

Since wind analyses are directly related to AMV observations, the impact of assimilating AMVs on the diver-
gence field, another critical factor affecting convective initiation and development, can be evaluated. The contours 
for MRMS CREF at 30 and 50 dBZ are overlapped over the divergence field, providing a source of independent 
verification for the analysis. Substantial discrepancies in the pattern between 200-hPa divergence and MRMS 
CREF (>30 dBZ) are observed in NoDA (Figure 9a). Owing to the improvement in mesoscale airflow analyses, 
upper-level divergence in AMV and RAD agrees better to the observed reflectivity in terms of location and 
magnitude, though displacement errors are still present (Figures 9b and 9c). In contrast, AMV_RAD successfully 
captures most of the localized enhanced divergence signatures in upper troposphere, which exhibits the best 
match with the area of >30 dBZ observed reflectivity (Figure 9d).

One to three hours reflectivity forecasts from all experiments are compared to the MRMS observations in 
Figure 10. A quasi-linear convective system (QLCS) developing along the front and severe storms initiated near 
the surface low are embedded in a comma shape (Figures  10a–10c). Although NoDA roughly forecasts the 
southwest to northeast orientation of the observed storms and northeastward movement, it generates two isolated 
MCSs at 1-hr forecast, rather than a QLCS over northeast Kansas and southwest Iowa (Figures  10d–10f vs. 
Figures 10a–10c). All three DA experiments AMV, RAD, and AMV_RAD improve storm forecast as evidenced 
by a more linear convective mode agreeing relatively well with the observed reflectivity. In general, AMV_RAD 
generates the best forecast skill in terms of areal coverage, storm mode, and storm orientation (Figures 10m–10o), 
which is consistent with aggregate statistics (Figure  5). The observed comma-shaped storms are particularly 
evident in analysis (not shown) and 1-hr forecast (Figure 10m) from AMV_RAD, while underprediction in trail-
ing region of the QLCS over the northeastern Kansas is seen at later times (Figures 10n and 10o). Among three 
DA experiments, only AMV is able to fully produce the curly tail of the QLCS close to the border between 
Kansas and Nebraska at 2–3 hr forecasts, but with notably weaker intensity (Figures 10h and 10i). This indi-
cates that the assimilation of high-resolution AMV data can correct the forecast of storm location and shape by 
capturing the mesoscale flow information embedded in the front structures. Additionally, the discrete cell near 
the border between Oklahoma and Kansas is considered to be resolved reasonably well by all experiments despite 
somewhat displacement and intensity errors. This is primarily attributed to the fact that this isolated cell is quite 
small and dissipates rapidly.

Concerning the precipitation, differences between 1-, 2-, and 3-hr accumulated precipitation (APCP) forecasts 
and the corresponding Stage IV estimates are illustrated for clarity (Figures  11d–11o). As discussed above, 
all DA experiments predict the QLCS structure better than NoDA, leading to improvements in APCP fore-
casts in terms of areal coverage, orientation, and amount. Compared to NoDA, overestimation in southeastern 
Nebraska and underestimation in tailing region of the QLCS are alleviated remarkably by all DA experiments 
(Figures 11g–11o vs. Figures 11d–11f). Meanwhile, some stronger or weaker biases associated with cells embed-
ded in QLCS are present in the DA experiments. For example, RAD yields a smaller areal coverage of the 
precipitation across portions of eastern Nebraska and western Iowa, but still with notably heavier rainfall than the 
observed (Figures 11j–11l). As expected, the APCP forecasts from AMV_RAD are generally in better agreement 
with Stage IV rainfall estimates in terms of placement and amount (Figures 11m–11o).
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Figure 8.  (a) 850 and (b) 200-hPa wind analyses (m s −1, vectors) with 850-hPa equivalent potential temperature (K, 
shaded) indicated in colors for NoDA at 23:00 UTC 1 May 2018. The differences of analyzed 850-hPa equivalent potential 
temperature, 850 (left) and 200-hPa (right) wind (c and d) between atmospheric motion vector (AMV) and NoDA, (e and f) 
between RAD and NoDA, and (g and h) between AMV_RAD and NoDA at 23:00 UTC 1 May 2018.
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4.3.  30 April 2019 Case

As a large-scale trough persisted across the western U.S. on 30 April 2019, two low-pressure systems across 
Colorado and the central Plains/Mid-Missouri Valley developed in response to the ejecting mid-level shortwave. 
A stationary front extended from Texas north-northeastward into eastern Kansas, and then transitioned to a warm 
front across central Illinois/Indiana (not shown). Due to the low-level southerly flow in south and east of the front 
maintaining a moist and buoyant low-level airmass, as well as strong lift provided by the front and low, mixed 
convective modes including linear and supercellular appeared in the vicinity of the above-mentioned frontal 
boundaries and within the warm sector (Figures 13a–13c). These thunderstorms are generally associated with 
surface-based instability in their inflow region, whereas other convection further to the north were initiated in a 
region of elevated instability. With the mean flow nearly parallel to the storm motions, a group of cells in a south-
west to northeasterly direction led to significant flash flooding from central Oklahoma northeast into southwest 

Figure 9.  200-hPa divergence analyses (10 −5 s −1, shaded) for (a) NoDA, (b) atmospheric motion vector (AMV), (c) RAD, 
and (d) AMV_RAD experiments at 23:00 UTC 1 May 2018. The contours represent the Multi-Radar Multi-Sensor composite 
reflectivity at 30 and 50 dBZ.
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Figure 10.  The composite reflectivity (dBZ, shaded) for (a–c) Multi-Radar Multi-Sensor observations, (d–f) NoDA, (g–i) 
atmospheric motion vector (AMV), (j–l) RAD, and (m–o) AMV_RAD experiments at (left, 1-hr forecast) 00:00 UTC, 
(middle, 2-hr forecast) 01:00 UTC, and (right, 3-hr forecast) 02:00 UTC 2 May 2018.
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Figure 11.  (a–c) Stage IV accumulate precipitation (APCP) estimates, and differences between the forecasted APCP from 
(d–f) NoDA, (g–i) atmospheric motion vector (AMV), (j–l) RAD, (m–o) AMV_RAD experiments initialized at 23:00 UTC 1 
May 2018 and the Stage IV observation. The (left) 1-, (middle) 2-, and (right) 3-hr forecasts are shown.
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Missouri (Figures 14a–14c). Other hazardous events including tornadoes, hail, and winds were also reported over 
northern Texas, central Oklahoma, northwestern Arkansas, southern Missouri, and southeastern Kansas.

Similar to the first examined case, 200-hPa divergence analyses at 23:00 UTC 30 April 2019 from different 
experiments are compared in Figure 12. We focus on this particular analysis and its subsequent forecasts because 
MRMS reflectivity shows that convection along the frontal boundaries has organized into a QLCS across central 
Oklahoma until 23:00 UTC (not shown). Moreover, cumulative benefit from the prior 5-hr DA cycling is also 
clearly perceptible. Though all experiments generally produce warm/moist and unstable conditions along south 
of the front (not shown), differences in the mesoscale and small-scale divergence fields are observed especially 
ahead of the front over Oklahoma and adjacent areas of northeastern Texas. Upper-level divergence associated 
with the QLCS in NoDA does not deviate substantially from the area of >30 dBZ observed reflectivity, charac-
terized by a slightly slower-moving bias (Figure 12a). However, NoDA exhibits several spurious strong diver-
gence cores in the warm sector across southeastern Oklahoma into northcentral Texas. It is evident that AMV 
successfully eliminates most spurious divergence features ahead of the QLCS, and a ribbon of divergence cores 
corresponds slightly better to the coverage of observed QLCS, indicating that detailed information on storm envi-
ronment is introduced by assimilating AMV data (Figure 12b). However, a slightly westward displacement error 
is still present for the isolated storm located in the Northcentral Texas. This can be the consequence of difficulty 
of AMV DA in either reducing analysis errors for the variables not directly related to wind observations, such as 
humidity, or resolving quite fine airflow features (Zhao et al., 2021b). The assimilation of radar data also helps 

Figure 12.  Same as in Figure 9, but for 23:00 UTC 30 April 2019.
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Figure 13.  Same as in Figure 10, but for (left, 1-hr forecast) 00:00 UTC 1 May, (middle, 2-hr forecast) 01:00 UTC 1 May, 
and (right, 3-hr forecast) 02:00 UTC 1 May 2019.
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Figure 14.  Same as in Figure 11, but for the Stage IV observations and accumulated precipitation forecast difference 
initialized at 23:00 UTC 30 April 2019.
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suppress spurious cells and alleviate displacement errors, despite a couple of spurious divergence cores on both 
sides of the border between Texas and Oklahoma (Figure 12c). The pattern of divergence analysis in AMV_RAD 
agrees reasonably well with the coverage of reflectivity observations, as evidenced by approximately lining up 
with the developing arc of QLCS and coinciding with some deeper convective elements embedded within a large 
cluster of convection in southwestern Missouri (Figure 12d).

Between 20:00 and 23:00 UTC 30 April, a group of cells initiated along the frontal boundary of a southwest to 
northeasterly direction in central Oklahoma, and then organized into a QLCS moving northeastward (not shown). 
Further to the north, two additional large clusters of convection developed in a region of elevated instability 
and moved eastward, leading to a long period of heavy rain from eastern Kansas into western Missouri. At 
23:00 UTC the northern flank of QLCS meets the convection clusters (Figure 13a) and they eventually merge 
into one linear system (Figures 13b and 13c). Meanwhile, a smaller cluster of storms developed within the warm 
sector close to the Texas/Oklahoma border also moves northeastward and then combines with the south flank 
of QLCS. NoDA produces excessive spurious convection in a quasi-linear mode that are approximately parallel 
to southeast of the aforementioned QLCS, while the QLCS across southern Oklahoma into northern Texas is 
underpredicted and less organized (Figures 13d–13f). Moreover, some deeper convective elements embedded 
in the elevated convection clusters far north are overestimated in NoDA. In the AMV experiment, not only is 
the spurious convection over eastern Oklahoma suppressed to a certain extent, but also the predicted QLCS is 
significantly better organized in terms of a linear mode (Figures 13g–13i). This implies that the assimilation of 
high-resolution AMVs can improve storm pattern and development by providing a better representation of storm 
environment. Although RAD and AMV_RAD correctly analyze all storms near or at their observed locations (not 
shown), 1-hr reflectivity forecast show that the QLCS is relatively loosely structured in RAD compared to the 
observed reflectivity, especially over central and southern Oklahoma (Figure 13j vs. Figure 13a). AMV_RAD 
alleviates this problem by providing an improved linear mode of storms over southern Oklahoma in the 1-hr fore-
cast, though both RAD and AMV_RAD slightly overestimate the large reflectivity values in leading edge of the 
QLCS (Figures 13j–13o). Overall, the areal coverage, storm mode, and storm orientation in AMV_RAD agree 
reasonably well with the MRMS observations, especially in 3 hr forecast. All DA experiments miss the merging 
of QLCS and small storm cluster from northeastern Texas. This occurs because the predicted storm cluster in that 
area moves more slowly than the observed.

South and east of the front, southerly low-level flow maintained a moist and buoyant low-level airmass charac-
terized by near 70°F dewpoints (not shown). Combination of abundant moisture and strong instability along and 
south of the front is favorable for heavy rainfall to occur. As the southwest-northeast oriented QLCS moved north-
eastward and merged with larger storm clusters induced by the elevated instability, a long period of heavy rain 
occurred across central Oklahoma into western Missouri (Figures 14a–14c). It is clearly seen that the rainband 
along QLCS in NoDA moves more slowly than the observed, and NoDA overpredicts the rainfall amount ahead 
of the rainband (Figures 14d–14f). Atmospheric Motion Vector suppresses spurious precipitation ahead of QLCS 
throughout 1–3 hr APCP forecast (Figures 14g–14i) and reduces the rainfall bias for isolated rain clusters near 
the Texas/Oklahoma border. It is evident that both RAD and AMV_RAD significantly improve the areal cover-
age and magnitude of 1–3 hr APCP forecasts. By comparing these two DA experiments in more detail, slightly 
better heavy rainfall position and cell alignment are seen in AMV_RAD at 2–3 hr forecasts (Figures 14j–14l vs. 
Figures 14m–14o).

4.4.  17 May 2019 Case

The third analyzed event occurred on 17 May 2019 in the Central Plains. An intensifying surface low over 
eastern Colorado/western Nebraska, along with eastward progression of an upper trough, caused strengthening 
low/mid-tropospheric wind fields and favorable deep-layer shear for organized and severe storms (not shown). 
In addition, a slow-moving dryline extended southward from the surface low, while a warm front extended 
eastward. Between 22:00 and 03:00 UTC, discrete storms initiated in the vicinity of intersection between the 
front and dryline and evolved into a linear mode spreading northeast through the destabilizing warm sector 
(Figures 16a–16c). Farther south along the dryline, a couple of supercell storms initiated around 23:30 UTC and 
progressed northeastward. As the storms moved eastward/northeastward, severe weather including tornadoes, 
large hail, and damaging winds occurred from southwest Kansas into western Nebraska.
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Around 01:00 UTC 18 May, the surface low moved into the Colorado/Nebraska border along with a cold front 
stretched southward from the low system, and the slow-moving dryline persisted across the western portions of 
Kansas and Texas (not shown). From the 700-hPa equivalent potential temperature and water vapor mixing ratio 
illustrated in Figure 15, it is seen that temperature gradient associated with the cold front in NoDA is relatively 
weak (Figure 15a). In contrast, AMV produces remarkably colder airmass and larger northwestern wind behind 
the front, leading to much stronger temperature gradient near the frontal boundary (Figure 15c). Stronger cold 
surges are also observed in RAD and AMV_RAD, though with slightly weaker intensities (Figures 15e and 15g). 
Distribution of moisture is another key factor that may affect convective initiation and evolution. A significantly 
narrower band of large water vapor content exceeding 6 g kg −1 is observed over western Nebraska in all three 
DA experiments, whereas NoDA has a broad area of high humidity in the warm sector. It is also noted that mois-
ture gradient associated with the dryline across western Kansas and Texas is as sharp in NoDA (Figure 15b). 
However, the benefit from assimilating AMVs or radar data is otherwise negligible in this region. This occurs 
likely because the dryline is mainly attributed to sharp moisture gradient without distinct dynamic convergence, 
while the humidity field is not directly correlated with the targeted observations in this case study.

By adjusting storm dynamic and thermodynamic environment, AMV significantly corrects the displacement 
error for storm clusters over Nebraska when comparing the AMV and NoDA experiment, despite of larger 
areal coverage of stratiform across the eastern portions of Nebraska and Kansas especially in the 3-hr forecast 
(Figures  16g–16i vs. Figures  16d–16f). It is evident that reflectivity analyses in both RAD and AMV_RAD 
agree better with the MRMS observations than in AMV (Figures 16j and 16m vs. Figure 16g). However, the 
weak discrete storms in western Kansas are not maintained in the 2–3 hr forecasts for RAD and AMV_RAD, 
as a result of inability in producing a sharp enough moisture gradient associated with the dryline in this region 
(Figures  16j–16o). Comparison of AMV_RAD against RAD reveals that RAD overpredicts the coverage of 
convective precipitation over Nebraska, while AMV_RAD underpredicts the stratiform precipitation in that 
area. Additionally, the light spurious stratiform precipitation over eastern Colorado in RAD is suppressed in 
AMV_RAD to some degree. AMV_RAD partially alleviates overestimation of stratiform coverage across the 
eastern Nebraska/Kansas in the 3-hr forecast for AMV, but RAD does not produce the stratiform rain there. The 
above indicates that the assimilation of radar data only has difficulty in properly defining the environment for 
very weak convective or stratiform precipitation, which leads to rapid dissipation of weak convection or missing 
stratiform for this particular case. As GOES-16 AMVs can provide mesoscale flow information in the general 
vicinity of boundaries, AMV DA may help improve forecasts of convection location and development owing to 
better representation of storm environment and even enhanced divergence. However, difficulty in adjusting the 
humidity analysis based on AMV observations in this case limits its impact on predicting isolated cells associated 
with the dryline.

5.  Summary and Conclusions
In this research, four types of experiments are carried out to assess the increase in forecast skill from assim-
ilating new-generation geostationary satellite retrieved AMV in addition to radar observations to short-term 
convective-scale NWP with five high-impact weather events that occurred over the Great Plains of the United 
States in spring 2018 and 2019. The NoDA experiment does not assimilate any observations. The RAD and 
AMV experiments assimilate WSR-88D radar and GOES-16 AMV data alone, respectively. Furthermore, the 
AMV_RAD experiment assimilates AMVs in addition to radar observations. Comparison of analyses and fore-
casts from four types of experiments indicates improvements on model initial conditions and short-term severe 
weather forecasts by assimilating AMV and radar observations, as well as the added benefit of GOES-16 AMVs 
over conventional radar data.

Both subjective and objective verification against the MRMS CREF and Stage IV hourly rainfall estimates were 
performed on 0–3 hr forecasts from 19:00 to 03:00 UTC the next day. Statistical metrics, including RMSEs and 
biases of wind components, neighborhood-based ETS, POD, FAR, BIAS, and CSI of reflectivity and precipita-
tion forecasts, were calculated for all cases. The aggregate results suggest that analyses and forecasts within the 
simulation domain are improved by both AMV and radar data during DA cycles. Overall, AMV_RAD performs 
slightly better than RAD and much better than AMV, in terms of POD, SR, CSI, and BIAS values for 0–3 hr 
reflectivity and precipitation forecasts.
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Figure 15.  700-hPa wind analyses (m s −1, vectors) with (left) equivalent potential temperature (K, shaded) and (right) water 
vapor mixing ratio (g kg −1, shaded) indicated in colors for (a and b) NoDA, (c and d) atmospheric motion vector (AMV), (e 
and f) RAD, and (g and h) AMV_RAD experiments at 01:00 UTC 18 May 2019.
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Figure 16.  Same as in Figure 10, but for (left, analysis) 01:00 UTC, (middle, 1-hr forecast) 02:00 UTC, and (right, 2-hr 
forecast) 03:00 UTC 18 May 2019.
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Qualitative comparison also reveals that AMV_RAD generally yields slightly better reflectivity and precipitation 
forecasts. The two best-performing cases (1 May 2018 and 30 April 2019) and the worst case (17 May 2019) are 
investigated in more detail. For the 1 May 2018 event, all three DA experiments AMV, RAD, and AMV_RAD 
improve the storm forecast in terms of areal coverage, storm mode, and storm orientation, especially evidenced 
by a more linear convective mode agreeing better with the reflectivity observations. This is mainly attributed 
to improvements in the analysis of boundary location and localized enhanced divergence signatures by assimi-
lating AMVs and radar data. However, only the AMV experiment successfully captures the curly tail of QLCS 
at 2–3 hr forecasts, though with a weaker intensity. By adjusting the storm thermodynamic environment and 
mesoscale flow information embedded in the frontal boundary, high-resolution AMV data can correct forecasts 
of storm location and shape. For the 30 April 2019 case, assimilation of both AMV and radar observations also 
yields skillful forecast of QLCS as well as suppressing spurious convection in warm sector of the front. Although 
RAD corrects storm locations in the initial conditions, the QLCS is relatively loosely structured at 1-hr forecast 
compared to the observed reflectivity. Both AMV and AMV_RAD generate a better organized QLCS in a linear 
mode.

For 17 May 2019, the AMV experiment typically predicts severe storms that are more appropriately placed 
by adjusting the storm thermodynamic environment, but it fails to forecast discrete storms associated with the 
dryline. Reflectivity analyses from AMV_RAD and RAD are better than that from AMV, as expected. Never-
theless, weak discrete storms along the dryline analyzed by RAD and AMV_RAD could not be maintained in 
later forecasts, as a result of inability in producing a sharp enough moisture gradient associated with the dryline.

In general, the above results all indicate the added value of GOES-16 AMVs on conventional radar observations, 
even though the number of assimilated radar data is usually three orders of magnitude larger than that of AMVs. 
Although the five real cases are characterized by different weather situations and distinct storm modes, perfor-
mance for all five cases are consistently improved with the assimilation of AMV data. Nevertheless, persistent 
underprediction throughout the 1–3 hr reflectivity forecasts at all thresholds is observed in the 17 May 2019 case 
with the poorest performance even if AMV is assimilated.

Although this study shows preliminary encouraging results of assimilating the high-resolution GOES-16 AMVs 
in conjunction with radar observations in convective scale NWP, some drawbacks are also observed such as 
the difficulty in capturing or maintaining weak discrete storms associated with moisture gradient (e.g., dryline) 
during the short-term forecast. More research is warranted to explore adding more dense observations to adjust 
the humidity field. For example, more experiments will be performed to investigate combined impact of the 
GOES-R derived layered precipitable water product (Pan, Gao, & Wang, 2021) together with AMVs and radar 
data in convective-scale analyses and forecasts. Deficiency in the static background errors of 3DVAR can be 
addressed by using flow-dependent background error covariances derived from ensemble forecasts in future.

Data Availability Statement
The source codes of WRF model version 3.6.1 could be downloaded after filling in the E-mail address (https://
www2.mmm.ucar.edu/wrf/users/download/get_source.html). The GOES-16 ABI Level 2 (L2) AMV data were 
obtained online (https://www.ncdc.noaa.gov/airs-web/search). The Multi-Radar Multi-Sensor (MRMS) and the 
Stage IV rainfall products, and the aggregate forecast statistics for composite reflectivity and APCP are accessible 
online (https://doi.org/10.5281/zenodo.4495919).
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